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Introduction

Three thoughts to get started:


· We are, each of us, more than the sum of our data.

· Which data actually identifies?

· Technology can help, but it cannot judge, or decide.

I will briefly develop each thought in a moment.


First, before we hear from each of the contributors to this session entitled “Identity and Privacy”, with their three distinct angles on the topic, I want to plant a seed to which we could return later in the session.  The term “identity management” is still far too vaguely defined.  We need to bring some discipline to this topic so that the many organisations and individuals with an interest in “identity management” and where it may lead, can maintain a sufficiently precise and constructive discussion, even if they do in the end agree in good faith to disagree..

On the basis of my work as Privacy Commissioner in Victoria since 2001 and my discussions with colleagues in other jurisdictions around the world, “identity management”, however it may be defined, seems to have at least three aims.   Each of these aims can be said to have a measure of legitimacy, depending on what we understand by them.

“Identity management” involves verifying that a person is who they say they are in order - 


· to enforce binding obligations;

· to determine rightful eligibility;


· to isolate the reasonably suspect.

I detect in several jurisdictions, including my own, an emerging fourth aim -


· to brand and to track the duly convicted.

I emphasise that, in my view, this fourth aim does not yet have the broad community consensus which is one element of legitimacy in a democratic society.

The three aims listed above which do seem to have a broad consensus depend very much on the interpretation given to words such as “binding”, “rightful” and “reasonably suspect” and on the methods used to pursue the aims.   We may agree about ends but not means.

It will be apparent that “identity management” can be both an aid to efficient public administration and commerce, with broad benefits, as much as it can be an aid to discrimination and oppression by the state, with broad harms. 

I You are more than the sum of your data


I am a sack of skin with a fleshy computer in the round bit at the top.

And so are you.   And so is everyone you love.

But I, you, they – all are more than sacks of skin.  And all have identities continually evolving.  All have reputations comprised of how others perceive.  All are vulnerable to how others perceive.

For practical reasons, we want to authenticate persons, or at least their particular sack of skin.

And yet we want to preserve their human dignity, a component of which is the privacy we allow them, the secure zone for the creation and renewal of individual identity.

I know we are different, you and me.  And so do you know that.  When I think thoughts that I do not divulge; when inside I worry, doubt, judge, dismiss, agree, desire, dislike, reconsider, or thrill with recognition – when I do all these things without necessarily any discernible sign from my sack of skin, then I am who I am.  That is my identity.  And when you do it, that is your identity.  You are not the sum of your data.  Not the data obtained from your sack of skin, your body, nor the data about what your body has done – where it has travelled, when it immigrated, where it shops, how it labours, what it owns.  We can authenticate a sack of skin by knowing, for example, when and where and by which other sack it was borne (birth certificate), or by recording its distinguishing marks, whether acquired at conception (DNA), or developed naturally (iris, fingerprint, face shape), or acquired later (tattoo, piercings, scars). 

But we err if we think that by authenticating the sack we identify the person.  Another person can only know your identity better by degrees, depending on what you choose to let that person know.  In their mind, your identity cannot be what it is in your own mind.  By degrees, through intimacy, with trust, you risk that they will understand more.  It is to preserve these nuances that allow for individuality and variety that we include respect for privacy among human rights and safeguard it under law.  If we begin by acknowledging the complexity of the phrase ‘the authentication of identity’, then we have a much better chance of successfully answering – in practical ways – that deceptively simple question: ‘Got any ID?’


II Our data, but which selves?


We are living with technologies that can increasingly collect and store data.  Which bits of it should we use for identity management and how do we ensure it is of the requisite quality?

The Data Protection Commissioner of Argentina has illustrated the significance of these questions by calling our attention to aspects of memory:

A human being is defined through his or her individual memory seen in the context of collective memory.  Memory is identity.  Memory and identity mutually support each other.   However memory is selective by nature.  It is volatile and unreliable.  Memories not only tend to fade but also transform, grow and deteriorate with time.


We are aware of the selectivity of memory as we each build our own identities, remembering bits of our pasts that “formed” us.  We recall our impressions about other people and on this basis we make up our minds about them.  This remembering and recollecting can be faulty.  Bits can fade or achieve renewed prominence.
What then is properly to be remembered officially about each of us, and by whom, and for what purposes?

Will that be perishable too?  If so, when?

The contingent self, the changing you, cannot become the administrative subject or the profiled customer when it is a bureaucracy or a business organisation that is doing the recollecting.  To attempt to “identify” you from your data is understandable from an administrative and commercial perspective, but we know it must necessarily be a partial attempt only, incomplete, perhaps misleading.


III Technology helps, but cannot solve.

Technology enables and simplifies – as we shall hear from our speakers in this session – but technology cannot weigh and judge.  Its actions, unlike so many of our own, are not tinged with ambiguity.  Technology’s inferences, if it makes them at all, are pre-programmed.  
Only our fleshy software processes data about ourselves and others with additives like hope, disdain, trust, prejudice, forgiveness, or mercy.

In this field of identity management, it is always useful to recall these human traits and frailties when we feel ourselves drawn by technology towards certainty.  In this field, as in many others, certainty is illusory.

Conclusion

So, today is part of tackling these complexities, among others.  It is through these forums, through processes of open deliberation, that healthy societies that value individual dignity can work out how to take the benefits of new and marvellous technologies for better government and commerce and civil society, while also making calibrated balances under law between competing goods -

-
between efficiency and liberty;


-
between security and agitation;


- 
between order and diversity.

Before I close, I wish to acknowledge to this New Zealand audience my debt to the Office of the New Zealand Privacy Commissioner – under both Bruce Slane and now Marie Shroff – for the assistance so generously given to the Office of the Victorian Privacy Commissioner since 2001 when I, the first privacy commissioner under a statute modelled in part on the New Zealand Privacy Act, was appointed to establish the Office in Victoria.

Thank you for your attention.
� The distinctive description “sack of skin” is from a work of science that I cannot now locate (failure of memory in fleshy computer) – acknowledgement and apologies to its author.  This section draws on my address to the conference “The Body as Data”, Melbourne, 8 September 2003.


� This section draws on remarks by Professor Juan Antonio Travieso, National Director for Personal Data Protection Argentina, at the 26th International Conference on Privacy and Personal Data Protection, Wroclaw, Poland, 16 September 2004.  I am also indebted to novels of Milan Kundera, especially ‘Identity’ and ‘Ignorance’, for insights into the delicateness of memory.
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